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Abstract

In this paper, an inter-video mapping approach is proposed to integrate video footages from two dashcams installed on a preceding and its following vehicle to provide the illusion that the driver of the following vehicle can see-through the preceding one. The key challenge is to adapt the perspectives of the two videos based on a small number of common features since a large portion of the common region in the video captured by the following vehicle is occluded by the preceding one. Inspired by the observation that images with the most similar viewpoints yield dense and high-quality matches, the proposed inter-video mapping estimates spatially-varying motions across the two videos utilizing images of very similar contents. Specifically, we estimate frame-to-frame motions of each two consecutive images and incrementally add new views to form long-range motion representation. On the other hand, we dynamically infer spatial-varying motions across the two videos that propagated from local feature correspondences to trajectories. In this way, the observed perspective discrepancy between the two videos can be well approximated by our motion estimation. Once the inter-video mapping is established, the correspondences can be updated incrementally, so the proposed method is suitable for on-line applications. Experiments with real-world challenging videos demonstrate the effectiveness of our approach.

1. Introduction

It is quite common that a driver’s view is obscured by a large preceding truck, resulting in increased reaction time due to poor visibility. Although dashcams (dashboard cameras) have achieved massive popularity, and future vehicles may be enabled with vehicle-to-vehicle (V2V) communication to access the videos feed from the preceding vehicles [9], superimposing the videos without adjustment for fitting the driver’s viewpoint leads to visually misaligned views, which may cause more distraction to the driver.

The problem of transforming views with great perspective variations between two different dashcams installed on a preceding vehicle and its following vehicle was first investigated by Chen et al. [3]. Under this environment, a practical solution needs to tackle at least the following three challenges: (1) It must model the foreshortening effect induced by arbitrary time-shifts between the two dashcams; (2) It must model the parallax owning to different camera locations; (3) It must maintain the temporal coherence for stable and comfortable viewing experience. Ideally, a faithful novel view can be generated if we have dense 3D structures of the scene. However, obtaining such a dense reconstruction from 2D images is extremely challenging in terms of both accuracy and efficiency. In [3], perspective discrepancy and parallax are dealt with by estimating spatially-varying warping functions from feature trajectories. However, obtaining long trajectories is particularly hard in driving scenarios due to large textureless regions, and the tracked points are sparsely distributed, leaving large image regions without close and relevant warping constraints. Besides, their work naively extended an image stitching method [23] to videos, which leads to temporal incoherence, causing flickering and waving artifacts.

In this paper, a novel inter-video mapping framework is proposed to integrate video footages from two dashcams installed on a preceding and its following vehicle to provide the illusion that the driver of the following vehicle can see-through the preceding one, as shown in Figure 1. This is quite challenging because the concurrent views of the two videos have large perspective change and share only a small number of common features since the video captured by the following vehicle is partially occluded by the preceding one. To establish the correspondences between the two videos, we first find a bridge frame in the reference (preceding) video that looks similar with the current frame of the target (following) video, so that the correspondences can be established through the relationships between the bridge frame and the current reference and target frames, respectively.

Hence, there are two major procedures in the proposed approach. In the first procedure, perspective adaptation is performed to locally and adaptively alter the projected shape within the reference (preceding) video. Inspired by
the observation that dense and accurate correspondences are essential for establishing high-quality local warps to account for non-linear motions, and successive video frames with most similar viewpoints provide such information. We estimate spatially varying motions between consecutive frames and incrementally accumulate them for long range motion estimation. This yields a more accurate local warp model that enables the viewpoint to be adapted to the bridge frame. In the second procedure, with the aid of rich correspondences between the bridge and the target frame, we estimate spatially-variant motions to align video frames captured from different camera locations. Additionally, our approach dynamically associates feature correspondences to the point trajectories, allowing warping frames sequentially while keeping temporal coherence without resorting to solving spatio-temporal optimization.

**Contribution.** We investigate the problem of perspective adaptation across two independent moving dashcams. Our solution is an one-pass process, exploiting rich correspondences from video frames with very similar view- points, to register two videos with large geometric variations. Our approach operates in an incremental fashion, gradually compiling robust local motions into long-range motion representations as new frames become available, that makes our system very efficient and suitable for on-line applications. Finally, our approach is also comprehensively evaluated on several real-world scenarios: scenes containing non-trivial parallax effects and camera zooming. The results demonstrate the effectiveness of the proposed approach.

2. Related Work

**Motion Estimation** is an important research topic for computer vision. Sparse feature tracking and dense optical flow are two major approaches for estimating camera motions. In the former approach, features are detected in one video frame, and tracked independently in the rest of the video \[19\]. In the later one, a flow vector is estimated for every pixel in one video frame, indicating the transition of the pixel in the next frame. As revealed in \[18\], sparse feature tracking can establish long-range correspondences (e.g. up to hundreds of frames), but typically only a limited amount of feature points can survive for long-range tracking. On the other hand, dense optical flows reveal more about the scene motion, but the flow field computed in a frame-by-frame manner is hard to reliably propagate to distant frames. Some hybrid solutions combine the two approaches to obtain spatially dense and temporally smooth trajectories \[18, 13, 8\]. However, such methods still have the difficulty providing satisfied solutions for constructing dense motion tracks in a truly long-range fashion, especially in the case with large perspective change and several noisy moving objects.

**Video Alignment** aims to establish temporal mapping between two video sequences while maximizing their content similarity. Diego et al. \[5, 6\] leveraged GPS information and posed the video sequence synchronization as a MAP inference problem. Evangelidis et al. \[7\] designed a quad descriptor and solved for spatio-temporal mapping by aggregating votes through a multi-scale scheme. Both of the above two methods assume that the videos to be aligned are captured along similar trajectories, resulting in little or no parallax. Under this condition, the transformations between the corresponding frames from the two sequences can be well modelled by a single homography. However, dashcams may be installed differently between vehicles, resulting in videos of larger perspective changes and parallax.
Our work describes the deformation of each pair of corresponding frames using local-variant motions to account for parallax induced by different camera positions.

**Image and Video Warping** is important for many computer vision and graphics applications, e.g., image and video resizing \[22\] \[21\]. For video stabilization, Liu *et al.* \[14\] proposed the content-preserving-warping (CPW) technique, which computed spatial-varying warps induced by recovered 3D scene structures to synthesize stable novel views. Liu *et al.* \[15\] adopted the as-similar-as-possible warp to estimate bundle camera paths designed for space-time path smoothing. Inspired by their work, we also model the motion between consecutive frames using mesh-based representation, but aim to provide accurate local warps for registering frames within a video with large geometric variations.

3. Inter-Video Mapping

3.1. Overview

Denote the reference and target sequences captured by the preceding vehicle and its following vehicle as \(I^R\) and \(I^T\), respectively. Our goal is to establish dense and continuous mapping between the concurrent frames \(I^R(m)\) and \(I^T(m)\) in \(I^R\) and \(I^T\), where \(m\) and \(n\) are the corresponding frame indexes. It is extremely difficult due to the large geometric variations and occlusions between them. Based on the observation that feature correspondences can be most reliably established between frames with similar viewpoints, the proposed inter-video mapping method tackles this problem in two stages by utilizing a bridge image \(I^R(k)\) in \(I^R\), which is the visually closest frame to \(I^T(m)\). Firstly, intra-video mapping is performed within \(I^R\) to realize long-range motion estimation by utilizing rich frame-to-frame correspondences and a warping-based motion model (Figure 2). Secondly, cross-video mapping is performed between \(I^R\) and \(I^T\) to build spatially dense and temporally coherent mapping by trajectory transfer.

Combined together, inter-video mapping achieves high-quality registration of \(I^R(n)\) and \(I^T(m)\). In addition, it can accomplish view integration by replacing the occluded region in \(I^T(m)\) with the visual elements in \(I^R(n)\), respecting the perspective variation between \(I^T(m)\) and \(I^R(n)\). The final synthesized image is denoted by \(I^T(m)\). Figure 3 illustrates the overview of the proposed method, and in the following sections we first explain the preprocessing stage, and then intra- and cross-video mapping algorithms in more details.

3.2. Preprocessing

To obtain the occluded regions in \(I^T\), we first contour the preceding vehicle in the first frame of \(I^T\) (or a rear vehicle detector using HoG features \[3\] can be utilized) and then exploit the robust object tracking method using a collaborative model \[24\] to update its positions. SIFT keypoints and descriptors are detected and extracted in both \(I^R\) and \(I^T\) \[16\]. In addition, we apply the standard KLT feature tracker \[19\] to obtain a set of feature trajectories in both \(I^R\) and \(I^T\). The tracked features lying on moving objects are ruled out by epipolar constraints \[11\] and a simple and effective heuristic that all features belonging to the static scene always move away from the image center under the driving scenario.

4. Intra-Video Mapping

In this section, we first describe a motion model based on image warping, which have been successfully used to model camera motion in video stabilization \[14\] \[15\] and then extend it for long-range motion estimation between \(I^R(n)\) and the bridge image \(I^R(k)\) (the selection of \(I^R(k)\) will be introduced in Section 5). Unlike \[14\], we do not rely on 3D reconstruction (i.e., structure-from-motion) to recover camera path, which is computationally infeasible for an online application.

4.1. Warping-based Motion Model

To model the backward motion between consecutive frames \(I(t)\) and \(I(t - 1)\), the source frame \(I(t)\) is first divided into an \(n \times m\) uniform grid mesh, as illustrated in Figure 4. Given a set of feature trajectories linking \(I(t)\) and \(I(t-1)\), the motion can thus be represented by a warped version of this grid which best aligns the corresponding feature points. Guided by these sparse displacements, the unknown warped mesh is obtained by requiring the matched features (e.g., \(p\) and \(\hat{p}\) in Figure 5) to share the same bilinear interpolation of the four corners of the enclosing grid cell after warping. At the \(i\)-th grid cell, the warping from frame \(t\) to frame \(t-1\) introduces a homography \(H_i(t)\), which can be determined from the motion of the four enclosing vertices. Thus, the warping-based motion model is actually a set of spatially-variant local homographies defined on a 2D grid.

To solve for the unknown mesh vertices, we perform mesh optimization by minimizing the following energy terms: a data term for matching features, a smoothness term for regularizing the deviation of mesh deformation, and a
line preserving term which encourages collinearity of landmark points lying on salient line structures after warping.

**Data term** As shown in Figure 3 assume \( p, \tilde{p} \) are the tracked features along a feature trajectory from frame \( t \) to frame \( t-1 \). The feature \( p \) can be represented by a 2D bilinear interpolation of the four vertices \( V_p = [v^1_p, v^2_p, v^3_p, v^4_p] \) of the enclosing grid cell: \( p = V_p \omega(p) \), where \( \omega(p) = [w^1_p, w^2_p, w^3_p, w^4_p] \) are interpolation weights summing up to 1. For each feature \( p \), we impose a constraint to enforce the warped mesh vertices \( \tilde{V}_p = [\tilde{v}^1_p, \tilde{v}^2_p, \tilde{v}^3_p, \tilde{v}^4_p] \) to approximate the corresponding feature \( \tilde{p} \) with the same interpolation weights. Therefore, the data term is defined as

\[
E_D(\tilde{V}) = \sum_p ||\tilde{V}_p \omega(p) - \tilde{p}||^2. \tag{1}
\]

**Smoothness term** We use the same line bending term as in [22] to ensure there is not much content distortion. It requires the orientation of every edge to be similar before and after mesh deformation (as illustrated in Figure 3(b)), and is defined as

\[
E_S(\tilde{V}) = \sum_{(v_i, v_j) \in E} ||(\tilde{v}_i - \tilde{v}_j) - l_{ij}(v_i - v_j)||^2, \tag{2}
\]

where \( E \) represents the edges in the mesh, \( v_i \) and \( v_j \) are the endpoints of an edge, \( l_{ij} = ||\tilde{v}_i - \tilde{v}_j|| / ||v_i - v_j|| \) is the length ratio of the edges before and after deformation. The length of \( \tilde{v}_i - \tilde{v}_j \) is approximated by the pre-warped mesh using global homography.

**Line preserving term** The line preserving energy encourages three consecutive samples points on each line to remain colinear after mesh deformation as in [12],

\[
E_L(\tilde{V}) = \sum_{l \in L} \sum_{i=1}^{n} ||\omega(s_i^l) \tilde{V}_{s_{i-1}^l} - \frac{\omega(s_{i-1}^l) \tilde{V}_{s_{i-1}^l} + \omega(s_{i+1}^l) \tilde{V}_{s_{i+1}^l}}{2}||^2, \tag{3}
\]

where \( L \) are the line segments detected by the LSD algorithm [10]. Each line is represented as a set of samples as \( l = \{s_0^l, \ldots, s_n^l\} \), where \( s_i^l \) is a sample point on \( l \). \( \beta_i \) is the weight proportional to \( l \)’s length before warping.

Linear combination of the three energy terms forms our energy function \( E(\tilde{V}) \):

\[
E(\tilde{V}) = E_D(\tilde{V}) + \lambda_S E_S(\tilde{V}) + \lambda_L E_L(\tilde{V}), \tag{4}
\]

where \( \lambda_S \) and \( \lambda_L \) are weighting coefficients balancing the importance of each term and are set as 1 and 100, respectively. The above minimization problem is quadratic and can be solved using a standard sparse linear solver.

### 4.2. Long-range Motion Estimation

Recall that the above motion model consists of a set of local homographies \( H_i(t) \). In [15], the local homographies of the corresponding grid cells between consecutive frames are concatenated to generate a bundle of spatially-varying camera paths. These camera paths are then smoothed for video stabilization. For video stabilization, it is sufficient to cascade the frame-to-frame camera motions, because the novel views to be synthesized possess similar viewpoints and camera locations with the original ones. However, in our case, the goal is to synthesize the occluded region in \( I^T(m) \) with the content of a distant frame \( I_R(n) \). As a result, we take the strategy of aggregating the local motions to achieve long-range motion estimation.

Denote \( M(p) \) as a function that determines the grid cell where a feature point \( p \) belongs. \( M(p) \) is determined by the frame-to-frame motion described in the previous section. The backward motion from \( I(t) \) to \( I(t-1) \) can thus be expressed as

\[
p' = H_{M(p)}(t) \cdot p. \tag{5}
\]

To obtain the position \( \hat{p} \) in frame \( I(t-2) \), the local homography corresponding to the grid cell enclosing the displaced feature \( p' \) is applied.

\[
\hat{p} = H_{M(p')}(t-1) \cdot p'. \tag{6}
\]

As illustrated in Figure 4 it is straightforward to iteratively apply the above process to propagate the motion from previous frames to a distant frame. Note that this model is particularly suitable for incremental update and online applications. Specifically, when a new frame \( I(t+1) \) arrives, the previous motion models can be reused and only the warping between \( I(t+1) \) and \( I(t) \) needs to be derived.

### 5. Cross-Video Mapping

For each \( I^T(m) \), we aim to: (1) seek its visually-closest frame \( I^R(k) \), which maximizes some measure of spatial
alignment quality with $I^T(m)$, and (2) establish a dense mapping between $I^T(m)$ and the identified bridge image $I^R(k)$.

5.1. Bridge Image Selection

To identify the bridge image $I^R(k)$, we first find the initial nearest neighbor $I^R(k_0)$ using GPS information and include the frames within a local temporal window centered at $I^R(k_0)$ as candidates: \( \{I^R(k') | k_0 - \delta < k' < k_0 + \delta \} \). To measure the alignment quality between $I^T(m)$ and each candidate $I^R(k')$, we perform an image content similarity analysis by SIFT feature matching. Denote $\mathcal{M}(m,k')$ as the matched feature set, $x$ and $x'$ as a feature pair lying in $I^T(m)$ and a candidate image $I^R(k')$, respectively. The visual similarity between $I^T(m)$ and $I^R(k')$ is measured by the following score function $\Phi(m,k')$, which takes both the Euclidean distance and descriptor similarity between matched features into account, favoring matches that are close in image space as used in [17, 20],

\[
\Phi(m,k') = \sum_{(x,x') \in \mathcal{M}(m,k')} e^{-\frac{\|x-x'\|^2}{\sigma_x^2}} e^{-\frac{\|d(x)-d(x')\|^2}{\sigma_d^2}},
\]

where $d(x)$ denotes the SIFT descriptor of $x$, and $\sigma_d, \sigma_x$ are the average distances between feature pairs in spatial and feature domains, respectively. The final bridge image $I^R(k)$ is determined by minimizing $\Phi(m,k')$ over the candidate image set.

\[
k = \arg\min_{k'} \Phi(m,k'), \quad k' \in (k_0 - \delta, k_0 + \delta),
\]

where $\delta$ is fixed to 30 in all experiments. Figure 5 demonstrates an example of selecting the bridge image by using image similarity analysis and GPS information. Based on the assumption that the speeds of the vehicles do not vary drastically, bridge image selection is performed periodically after a fixed time interval and the subsequent bridge images are chosen in chronological order to meet the computational demand of online application.

5.2. Trajectory Transfer

Although SIFT feature matching has been employed to guide the selection of $I^R(k)$ and can be readily used as the mapping between $I^R(k)$ and $I^T(m)$, performing view integration with these independently constructed match sets will introduce temporal incoherence between consecutive frames. To tackle this problem, we describe a novel technique called \textit{trajectory transfer} to estimate continuous feature correspondences. In a nutshell, trajectory transfer aims to associate each feature trajectory in $I^R$ with a \textit{virtual trajectory} in $I^T$, whose motion is estimated by the motion model described in Section 4.1. Similar to standard feature tracking methods, trajectory transfer is composed of a detection and tracking phase.

\textbf{Detection} Recall that the KLT feature trackers give us a set of feature trajectories in both $I^R$ and $I^T$. For each current bridge image $I^R(k)$, the trajectories which have lengths greater than 3 and do not have a corresponding virtual trajectory are collected. Here, we exclude the short trajectories which usually occur in textureless regions and are highly unreliable. Assuming that the current position of a valid trajectory is $p$ in $I^R(k)$, we initialize a corresponding virtual feature tracker by detecting a new virtual point $p'$ in $I^T(m)$ as a weighted combination of the SIFT features $x$ in $I^T(m)$ as

\[
p' = f(p) = \sum_{(x,x') \in \mathcal{M}(m,k)} \alpha_{x'}^p x,
\]

whose weights are defined as below,

\[
\alpha_{x'}^p = e^{\frac{-\|p-x'\|^2}{2\sigma^2}}.
\]

The above weighting function gives higher confidence to the SIFT features $x'$ in $I^R(k)$ that are closer to $p$ and the scale parameter $\sigma$ is defined as the average distance between $p$ and $x'$.

\textbf{Tracking} For each current target image $I^T(m)$, we have a set of virtual feature trackers with their current locations $p'$. These virtual points are \textit{tracked} by estimating the forward motion between $I^T(m)$ and $I^T(m+1)$ using image warping. The KLT feature trajectories in $I^T$ provides us rich and robust information to estimate the frame-to-frame motion. Specifically, the position of $p'$ is updated by $p'' = H^I_{\mathcal{M}(p')}(m)p'$, where $H^I_{\mathcal{M}(p')}(m)$ encodes the local motion from $I^T(m)$ to $I^T(m+1)$.

The above trajectory transfer algorithm allows us to establish spatial correspondences across two videos which are also temporally continuous and is illustrated in Figure 6.
6. View Integration

For each incoming image pair, the visual content of \(I^R(n)\) is transferred to \(I^R(k)\) using the aggregated motion model (Section 4.2) to form a new image \(\hat{I}^R(n)\) which recovers the occluded region. With the continuous point correspondences established between each \(I^R(k)\) and \(I^T(m)\), view integration can be accomplished by solving for the spatially-varying warps described in Section 4.1 to register \(\hat{I}^R(n)\) to \(I^T(m)\) to fill in the occluded region. Specifically, we use the spatial mappings generated by virtual trajectories as data energy. We also introduce an additional temporal regularization constraint to those grid cells without any spatial mappings, which is defined as below,

\[
E_T(\mathcal{V}) = \sum_i ||\tilde{v}_{i,k} - \hat{v}_{i,k-1}||, \tag{11}
\]

where \(\tilde{v}_{i,k}\) denotes the unknown mesh vertex position in \(I^T(m)\) and \(\hat{v}_{i,k-1}\) is the corresponding warped position in \(I^T(m - 1)\). The above constraint respects the previous warping result when there are no corresponding feature trajectories available to guide the warping. By combining all the energy terms, we obtain the following energy minimization problem:

\[
E(\mathcal{V}) = E_D(\mathcal{V}) + \lambda_S E_S(\mathcal{V}) + \lambda_L E_L(\mathcal{V}) + \lambda_T E_T(\mathcal{V}), \tag{12}
\]

where \(\lambda_S, \lambda_L, \lambda_T\) are set as 1, 1, 3, respectively. Notice that standard texture mapping can then be exploited to generate the warped images given the original and deformed mesh vertices.

7. Experimental Results

In this section, we first compare the proposed method with several related methods, and then discuss the computation efficiency and limitations of the proposed method. See the accompanying videos for better visual comparison between the proposed method and previous methods.

7.1. Comparisons

The performance of the proposed method and various related techniques were evaluated on three data sets captured under real-world driving scenarios with different traffic conditions: HIGHWAY, CITYROAD and BRIDGE. All test sets consist of two sequences collected from a preceding and its following vehicle. These sequences exhibit large depth variations, contain dynamic moving objects and different illumination conditions and are thus very challenging for motion estimation and video alignment.

Comparison with motion estimation methods In this experiment, we compare the performance of registering the reference image \(I^R(n)\) to the bridge image \(I^R(k)\) by the proposed intra-video mapping method and existing state-of-the-art motion estimation methods, including trajectory-based approaches, i.e., Kanade-Lucas-Tomasi feature tracker (KLT) \[19\] and Semi-Dense Point Tracker (SemiDense) \[8\], and optical flow (OpticalFlow) \[11\]. The feature correspondences obtained from KLT and SemiDense are used to compute a warped image of \(I^R(n)\) by the image warping technique described in Section 4.2. The result is obtained by the aggregative motion model described in Section 4.2. The result of OpticalFlow is obtained by copying the pixel values from \(I^R(n)\) with the frame-to-frame motion flows. The registration quality is visualized by fusing the G channel of \(I^R(n)\) and (R,B) channels of \(I^R(k)\). As a result, the misaligned regions are highlighted with lawn-green and hot-pink colors.

Figure 7 depicts the aligned images obtained from the CITYROAD data set. The result of KLT tracking (Figure 7(c)) did not well align the image pair due to the limited number of available long trajectories to guide the image warping. Although SemiDense may produce considerably more feature matches between neighboring frames, it inevitably loses many feature trajectories due to the long distance between \(I^R(n)\) and \(I^R(k)\) and the influence of moving objects. As a result, it also did not perform well in aligning the image pair (Figure 7(d)).

The result by OpticalFlow showed less misalignments, suggesting that the usage of dense per-pixel tracking could better account for parallax since more local warp constraints are established. However, it still suffers from the problem of
drifting and error propagation, thus misalignment still presented (Figure 7(c)). Figure 7(f) demonstrates the result by intra-video mapping with considerably less misalignment. The warping-based motion model encodes the per-pixel movement within a mesh grid by a local homography estimated from robust frame-to-frame feature correspondences. In addition, the local motions in textureless regions lacking of sufficient features are regularized by mesh optimization. Aggregated together, intra-video mapping achieves robust long-range motion estimation, resulting in superior performance over both sparse and dense tracking methods.

Comparison with global homography model We compare the performance of aligning bridge and target images by the proposed cross-video mapping and a global homography-based approach, Enhanced Correlation Coefficient model (ECC) [7]. Figure 8 shows the warped results between the bridge and the target images from the BRIDGE sequence. Similarly, the alignment quality is visualized by image fusion. Apparently, a single global homography is not sufficient to model the parallax between two dashcams. Our method can better handle parallax by using a spatially-varying warping model.

Comparison with state-of-the-art methods The proposed inter-video mapping is compared with two baseline view integration systems implemented by state-of-the-art algorithms. The first baseline (HV-MDLT) performs robust feature matching [2] and image stitching [23] between the reference and target images. The second baseline system (KL-MDLT) [3] employs two-pass image warping and stitching [23] mediated by a bridge image similar to ours, which is selected by using only GPS information.

Figure 10 depicts view integration results from the HIGHWAY, BRIDGE, CITYROAD sequences. HV-MDLT did not align images well due to the mismatches caused by large viewpoint changes, different lighting conditions and the presence of occlusion. In the case of KL-MDLT, it suffers from the lack of long feature trajectories thus significant misalignment remains. Its performance degrades in textureless regions, such as ground since there are too few features available to guide the warping. As discussed earlier, inter-video mapping exploits frame-to-frame correspondences to establish dense and continuous mapping across videos. It achieves more plausible spatial alignment as shown in Figure 10(e) and temporal coherence of the synthesized sequences. See the highlighted regions in Figure 10(e) and the accompanying videos to compare the performance differences. Some more view integration results are shown in Figure 9.

7.2. Computational time

Our approach is implemented in C++ with the OpenCV and SiftGPU libraries, and run on a PC with Intel i7 3.4 GHz processor, 16G RAM and a GeForce GTX 750 graphics card. All the test sequences are of 640 × 360 resolution and the meshes used in our motion models are fixed to 40-by-40 grids. Due to the nature of incremental aggregation, intra-video mapping is very efficient and achieves 27 fps. SIFT keypoint detection runs in near real-time speed in GPU. Bridge image selection is computationally intensive since it involves extensive SIFT feature matching against a set of candidate images. It currently runs in about 1 fps but does not need to be performed for each frame.

7.3. Limitation

Our method relies on accurate moving object feature detection, which remains a very challenging problem in computer vision. The inconsistent motion from features not belonging to the static scene will typically result in corrupted meshes when estimating the motion model. Epipolar constraints [11] did not work well for all types of scene in our test cases. Although the heuristic described in Section 5.2 assisted us to eliminate most features of scene in our test cases. Although the heuristic described in Section 5.2 assisted us to eliminate most features the presence of moving objects, it still cannot handle dynamic objects with similar motion as the static scenes. Our method is not suitable for curved roads due to the substantial change in viewing direction. The occluded region in $P^T(m)$ may not be seen in

\footnote{http://cs.unc.edu/~ccwu/siftgpu/}
Figure 10. (a)(b) shows three examples of reference and target image pairs from the HIGHWAY, BRIDGE and CITYROAD sequences, respectively. The composite images by HV-MDLT, KLT-MDLT and the proposed method are shown in (c)∼(e), respectively.

$I^R(n)$ and little visual content can be transferred to unveil the occlusion.

8. Conclusion and future work

In this paper, we presented an inter-video mapping method for view integration between two dashcams. The proposed method can model long-range motions and thus applicable to videos with considerable depth variations. It is efficient based on incremental motion estimation and produces temporally smooth results without resorting to spatio-temporal optimization. For future work, we would like to investigate the possibility of integrating views from multiple reference sequences.
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